
• Proposes	analytical	models	to	capture	and	predict	
performance	behavior	of	alternative	broadcast	
schemes	on	GPU	clusters

• Designs scalable	and	reliable	zero-copy
homogeneous	and	heterogeneous broadcast
schemes
— Leverages	IB-MCAST	and	NVIDIA	GDR features

➠ No	application	code	changes

—Multicast	two	separate	addresses	
(control	header	+	data)—in	one	IB	
message	

— Benefits
★ Directly	IB	write	to	GPU	buffers	using	

GDR	feature
★ Frees	up	PCIe	bandwidth	resource	for	

application	needs
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• Dense-GPU	clusters	are	increasingly	common
— e.g.,	Cray	CS-Storm,	NVIDIA	DGX-1	systems

• Broadcast is	heavily	used	in	deep	learning	apps

• Allows	receivers	to	retrieve	lost	IB-MCAST	packets	through	RMA	operations	
without	interrupting	sender	[3]

➠ Benefit:		Maintains	pipelining	of	broadcast	operations

• IB-MCAST	&	NVIDIA	GDR	for	heterogeneous	broadcast	[1,4]

• Streaming-based	Optimization	for	GPU-to-GPU	broadcast	[2,4]

— Streaming	GPU-resident	data	
through	host	memory
★ Three-stage	pipeline

— Benefits
★ Avoids	low-bandwidth	GDR	

read	operations
★ Overlapping	data	transfers	

within	and	across	nodes
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• How	can	we	design	a	scalable	heterogeneous
broadcast for	large-scale	GPU	clusters?	[1,4]

• Can	we design	an	efficient	intra-node	broadcast	for	
Dense-GPU	systems?	[1,4]

• Is	it	possible	to	address	low	PCIe	bandwidth	of	
NVIDIA	GPUDirect	RDMA	(GDR)	read	operations	
for	GPU-to-GPU	broadcast?	[2,4]

• How	to	provide	efficient	reliability	support	for	
unreliable	IB	hardware	multicast	(IB-MCAST)?	[3]

• Experimental	environment:
— Two	14-core	Intel	(Broadwell)	Xeon	E5-2680	V4	processors	
— 1	NVIDIA	K80	GPU	(i.e.,	2	GPU	chips)	per	node—used	up	to	16	GPU	nodes
— InfiniBand	EDR	HCA,	and	Mellanox	SB7790	and	SB7800	switches	

• Heterogeneous	& Homogeneous	Broadcast	Operations
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• Scalability	Evaluation:		OSU	Micro-benchmark

• Application	Evaluation:		Microsoft	Cognitive	Toolkit—No	App	Code	Changes

Near-constant	latency!
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• Intra-node	broadcast	for	Dense-GPU	systems	[1,4]

GPU	0 GPU	1 GPU	N

Destination
CPU

— Leverages	CUDA	Inter-Process	
Communication	(IPC)

— Benefits
★ Direct	read/write	GPU	buffers
★ Bypasses	CPU
★ Frees	up	PCIe	bandwidth	resource	between	

CPU	and	GPU

• Model-based	Performance	Prediction	(See	[2,	4]	for	details)
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